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Gunning, D. (2017). Explainable artificial intelligence (xai). Defense
Advanced Research Projects Agency (DARPA)
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Actionability

A pattern is actionable, if the user can take an action based on the pattern
and benefit from it.
Action Rules are readable form of representation of Actionable Knowledge.
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9 Decision rules
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Information System

Let us call following tuple an ,,Information System”:
A= (UA)

where:
e U - Universe - set of objects
e A - Set of attributes, that describe objects in U

We can understand Information System (IS) as a table, where rows are
depicting objects and columns are depicting values of attributes.
Distinguished attribute d, d € A is called decision attribute - the class of
the object.
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Decision rule

A logical formulae in the form of:
ar=Vy Nax=Vy Ao Nap=V,, > d=vy
where
e a, € A - attributes
o v, € V;, - values of particular attribute
e v, - value of decision attribute

are called Decision Rules.
Simplified notation:

wiAwA...Aw, THEN d =v

Part on the left of — sign (or word THEN ) is called premise, while
condition on the right side is called conclusion or decision of the rule.
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Elementary conditions

Subformulae ayx = v,, are called elementary conditions. For numerical
attributes elementary conditions can take many forms:

o a; € (vi,v0)
® a<wv

® gy >V

[

For nominal, discreet attributes, there is only one generic form, ax = v;.

Pawet Matyszok (SUT) Action Rule induction by Sequential Covering November 10, 2022



© Action Rules
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Action Rule

Action Rule as an assembly of decision rules

Two decision rules:

rl: wy, Awi, A...Awy, THEN d =«
r2: wo, Awo, A...Awp, THEN d =w
could be assembled into formula

wi, = wy, Awy, = wo, A Awy, — wo, THEN d=vi - v (1)

that we will call Action Rule.
Simplified notation:

r: (a1, Vay, — Va,) A (a2, Vay, — Vap,) Ao .. A (ak, Va,, — Va,,) THEN
(d =V — Vg)
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Action and meta-action

The premise of the action rule can contain:
e simple elementary conditions (ax, vk),
e clementary actions (ax, vk, — Vk,)

e narrowing actions (ax, ANY — vy,)

Actions itself inform us about necessity to change the value of the
attribute. The information about how to execute such change are called

meta-actions.
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Stable and flexible attributes

When inducing action rule, we might need to further divide attributes

based on the technical possibility of implementing a change. We will
consider:

e Stable attributes - no actions can be defined, only elementary
conditions, i.e. date of birth, height

e Flexible attributes - able to be subject of an action, i.e. interest rate,
particle concentration, room temperature
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Examples
o
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Credit risk score

Based on the data from ,,German credit” dataset, we can suggest how
someone can change their risk, as seen by a banking industry:

rl: (credit_amount, (3907.0, 00) — (1221.0,3912.0)) A
(age, (22.0,00) — (25.5,0))
THEN (class, bad — good)
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Credit risk score Il

r2: (duration, (9.0,00) — (3.0,00)) A
(credit_amount, (608.5, 00) — (213.0,7826.5)) A
(checking _status, < 0 — nochecking) A
(existing _credits, (1.0, 00) — (0.5,00)) A

(age, (16.0,00) — (23.0,0))

THEN (class, bad — good)
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Knowledge exploration

Monk dataset

The dataset features hidden business rule
IF attrl = attr2 V attr5 =1 THEN class = 1.

Selection of discovered rules:

r3: (attr5,4 — 1) A (attrl,1) THEN (class,0 — 1)
rd: (attr5,4 — 1) THEN (class,0 — 1)

r5: (attr5,3 — 1) THEN (class,0 — 1)
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Regression

Body fat percentage estimation

rd: IF (Forearm,(—00,29.15) — (26.85,00)) A
(Thigh, (—o0, 66.25) — (53.55, 00)) A

(Biceps, (28.25,00) —) A

(Density, (—o00,1.05) — (1.06,00)) A

(Age, (27.50,53) — (42.50,00)) A

(Weight, — (155.13, 00)) THEN

(class,22.50 +5.65 — 13.80 +2.93)
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© Research
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Problem statement

Currently existing methods of Action Rule induction have some flaws,
including:

e Requirement of prior induction of decision rules,

Lack of ability to work with continuous or missing data,

Induction of very large sets of rules,

No publicly available implementations
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Research

Usage of Sequential Covering (SC) paradigm and classification rule quality
measures to supervise induction of Action Rules could lead to concise and

comprehensible rulesets.

Sequential Covering approach:
e has been proven effective in decision rules induction,
e is simple to understand and implement,

e can serve as basis for beam-search
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Contribution

My work includes:
e Introducing first algorithm and program to discover Action Rules
using SC paradigm called F-ARI (Forward Action Rule Induction)

e Introduction of Backward-ARI (B-ARI) method, that allows to
discover interesting ARs for some class of problems and ensemble of
F-ARI and B-ARI methods

e Modification of ARI method to support also regression data

e Creation of method to resolve conflicts between action rules and
induction of recommendations

e Creation of framework to assess quality of action rulesets and
recommendations
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Sequential Covering Action Rule Induction

Input: E(A, {d})—training data set, mincov—minimum number of yet
uncovered examples that a new rule must cover, Cs, Ct—Source and
Target classes, @—rule quality measure

Output: R—action rule set.

1. Ey + Es > set of uncovered source-class examples

2: R« 0 > start from an empty rule set

3: repeat

4 r«0— Cs— Cr > start from an empty premise with known
conclusion

5: r < GROWACTIONRULE(r, E, Ey, mincov, Q) > grow actions

6: r <~ PRUNEACTIONRULE(r, E, Q) > prune actions

7 R+ RU {r}

8: Ey < Ey\ Cov(r,Ey) > remove from Ey examples covered by
source of r

9: until |Ey| < mincov
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Rule induction - example of rule growth

iteration Whest

Grs wTt arr

S
1 (a3=1) 069 (a=3) 070
2 (32=2) 088 (a=3) 1.00
3 (a6 =2) 090 (a=2) 1.00

Consecutive source and target parts of elementary actions induced during the
action rule growing (q - rule precision) on Monk1 dataset.

IF (a1 =1) = (a1 =3))A

((a2 =2) = (a2 =3)) A
((a6 = 2) = (a6 = 2))

THEN (class = 0) — (class = 1)
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Rule induction - pruning example

rule premise Grs  Grr

(21 = 1) — (al = 3) A (22 = 2) — (32 = 3)) A (36 = 2) — (36 = 2) 0.13 0.27
(31 = ].) — (31 = 3) A (32 = 2) — (32 = 3)/\ (a(, = 2) — 0.13 0.27
(a1=1) (a1=3)A(a2=2) = (a2 =13) 0.21 0.27
(1=1)—=(a1=3)A(a2=2)— 0.21 0.24

(a1 =1) = (a1 = 3)A — (a2 = 3) 0.26 0.27

Steps taken to prune the action rule (q - RSS)

IF ((a1=1) = (a1 =3))A (= (a2 =3))
THEN (class,0) — (class, 1)
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Bidirectional action rule learning

e Forward induction starts search in source class:
(al,vls — Vlt)/\--- — (d,S—) t)

e Backward method starts the search among examples of target class,
building the rule contrary to demands of the user:
(a1, vi, > vi,))A ... — (d,t — s) and then attempts to revert the
rule.

e Union of forward and backward rules were proven to be more effective
in conducted experiments.
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Recommendations

e SC method leads to contradicting rulesets, where singular example
might be covered by more then one rule.

e |f actions from the ruleset are to be applied on objects, the conflict
must be resolved.

e Work on conflict resolution lead to creation of recommendations,
which are specialized action rules created with single example in
mind. A new algorithm was proposed.
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Recommendations from action rulesets

Input: R—Action Ruleset,
Output: MT—NMetatable
1. T[] «+~GETCONDITIONSGROUPEDBYATTRIBUTE(R) > T][i] contains
all elementary conditions for i-th attribute from rules in R

2: for i =0,i < ndo > n is the number of attributes
3: T[i] + ELIMINATEINTERSECTIONS( T[/])

4: [+ i+1

5. MT < CARTESIANPRODUCT(T)

6: return MT
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Metatable - data structure for recommendations

id ‘ mal ‘ a2 ‘ ‘ man
1 | Vay, | Vay Vap,
2 \/312 V322 Va,,2
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Recommendation discovery

Input: MT—Metatable, E(A, d)—Training dataset, e—analyzed

example, @—rule quality measure, Cs, CT— source and target class

Output: r—Recommendation

1:

—
e

© 0N aRsDn

S+ (x e MT[i] :Cov(x,e)) — Cs > row from MT that covers
example e
T+ 0— Cr
repeat
Wpest < GETBESTELEMENTARY CONDITION(MT, T, Q, Cs, C1)
T < T A Wpest
md < GETATTRIBUTE(Wpest)
MT < MT\ ,,a
until wpesr = 0
r<(§—T)
return r
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Recommendation discovery - example

Considering following ruleset:

rl: IF ((body temperature > 38°C) — (body temperature < 36.6°C)) A
((pus on tonsils = Yes) — (pus on tonsils = No))

THEN (il = Yes) — (ill = No)

r2: IF ((body temperature > 37.5°C) — (body temperature < 37°C)) A
((pus on tonsils = No))

THEN (ill = Yes) — (ill = No)
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Recommendation discovery - example metatable

body temperature pus on tonsils

(min, 36.6] No
(min, 36.6] Yes
(36.6,37] No
(36.6, 37] Yes
(37,37.5] No
(37,37.5] Yes
(37.5,38] No
(37.5,38] Yes
(38, max) No
(38, max) Yes
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Quality assessment framework

Train set

Learning phase

Y classifier Test Set

Action Model

Quality assesment
of ¥

Classification

Transformation of
examples

Transformed
Test Set

Performance
evaluation of Action
Model
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Strategies of selection of an action rule to be applied:

1. Use recommendation method

2. Select best action rule from action ruleset using one of the quality
measures
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Proposed quality metrics of Action Models

For classification data:

count of examples for which action was not provided

my: count of source class examples in test set
Mo count of examples classified as target class

2+ Count of examples, for which action was provided
ms: count of examples classified as source class

count of examples, for which action was provided
For regression data:

mri: RMSE(V), V)
mry: MAE(V), vy)

[{va, €(vg, —s(vg), vy, +s(vy))}

mrs: ount of examples, for which action was provided
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F-ARI rules characteristics

Information RSS Weighted

C2 Correlation

Gain Laplace
#rules 11.86 5.62 6.00 3.87 14.19
#elementary conditions  3.62 3.46 3.45 3.23 3.32
#+elementary actions 1.81 1.35 143 1.17 1.85
source precision 0.93 0.83 0.84 0.78 0.94
target precision 0.93 0.85 0.86 0.83 0.94
source coverage 0.43 0.62 0.62 0.68 0.31
target coverage 0.41 0.63 0.60 0.66 0.29

Selected characteristics of rulesets discovered with F-ARI method. Values
averaged over 16 test datasets.
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B-ARI rules characteristics

C2  Correlation 'Mormation  pog  Weighted

Gain Laplace
#rules 15.43 5.21 6.38 438 19.82
#elementary conditions  3.52 3.35 3.37 3.23 3.25
#+elementary actions 2.89 2.57 2.65 2.37 2.71
source precision 0.92 0.84 0.84 0.79 0.91
target precision 0.93 0.85 0.86 0.81 0.95
source coverage 0.44 0.64 0.64 0.71 0.34
target coverage 0.43 0.61 0.60 0.66 0.32

Selected characteristics of rulesets discovered with B-ARI method. Values
averaged over 16 test datasets.
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Recommendation accuracy

recommendation accuracy Method precision wlLap C2 Gain Corr RSS
the best action rule Forward 66.6 695 69.7 621 622 61.0
the best action rule Backward 50.0 55.0 63.6 679 638 599
recommendation Forward 60.1 743 821 795 782 757
recommendation Backward 62.8 757 857 828 81.8 76.8

Recommendation accuracy my. The results are given as a percentage. Data
averaged on 16 test datasets.
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Ensemble of Forward and Backward rules

cD
B
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
L | | | | | | | | | | | | )
rules-c2-fFB ——— | L nles-RSS-F
rules-weightedLaplaceFfB —— | L rules-Correlation-F
rules-c2f —— | rules-RSS-FB
rules-InformationGain-FB rules-RSS-B
rules-C2-B rules-Correlation-B
rules-InformationGain-B rules-InformationGain-F
rules-WeightedLaplace-B rules-WeightedLaplace-F
rules-Correlation-FB

CD-diagram indicating differences in m; achieved by various rule-based action
models
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Coverage of unknown examples

recoms-Correlation-FB

9 10 11 12 13 14 15 16 17 18

19 20 21 22 23 24 25 26 27 28 29 30

recoms-Ct -F

rec gl aplace-FB

rec aplace-F
recoms-C2-FB
recoms-C2-F
recoms-Correlation-8
recoms-C2-8

rec aplaceB
recoms-RSS-FB
recoms-InformationGain-FB
recoms-RSS-B
recoms-InformationGain-F
recoms-RSS-F
recoms-InformationGain-B

rules-C2-B
rules-WeightedLaplace-B
rules-Correlation-B
rules-RSS-B
rules-informationGain-B
rules-WeightedLaplace-F
rules-C2-F

rules-Correlation-F
rules-C2-F8
rules-InformationGain-F
tules-WeightedLaplace-F&
Tules-RSS-F
tules-Correlation-FB
rules-InformationGain-F
Tules-RSS-FB

CD-diagram indicating differences in ability to cover new examples by
recommendation and rule-based algorithms.
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Quality of methods applied to regression data

CcD
10 9 8 7 6 5 4 3 2 1
| | | | | | | )
recoms-WeightedLaplace - L rules-Correlation
recoms-C2 —— L mnles-InformationGain
recoms-RSS L nles-RSS
recoms-InformationGain L rnles-C2
recoms-Correlation rules-WeightedLaplace

CD-diagram showing differences in performance measured by mr, metric of
various methods on regression data (reversed scale).
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Quality assessment results - highlights

Conducted experiments show that:

e On classification data highest score was achieved by models trained
with C2 and WLap functions;

e On regression data best results are achieved for models trained with
C2 function;

e Fusion of Forward and Backward rules leads to increased fidelity of
the model;

e Recommendation method outperforms rulesets in coverage of
previously unknown source class examples.
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forecasting in coal mines in Man-machine interactions 5, ICMMI 2017
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conference, BDAS 2018 held at the 24th IFIP World Computer Congress

P. Matyszok, L. Wrébel and M. Sikora, Bidirectional action rule learning
in Computer and information sciences : 32nd International symposium,
ISCIS 2018 held at the 24th IFIP World Computer Congress

M. Sikora, P. Matyszok and L. Wrdébel, SCARI: Separate and conquer
algorithm for action rules and recommendations induction in Information
Sciences, Volume 607, 2022, Pages 849-868
https://github.com/adaa-polsl/SCARI
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Thank you for your attention!
Any questions?
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Action Rule Specialization |

Input: r—input action rule, E—training data set, Ey—set of examples
uncovered by source of r, mincov—minimum number of previously
uncovered examples that a new rule must cover.

Output: r—grown rule.

1. function GROWACTIONRULE(r, E, Ey, mincov)

2: rs <— GETSOURCEPART(r)

3: rr < GETTARGETPART(r)

4: Qhests < —00,  COVhestg ¢— —00 > best quality, coverage of source
5: gr ¢ —00, COVT ¢ —00 > best quality, coverage of target
6: repeat

7: Whests < 0 > current source best condition
8: wr 0 > current target condition
9: E, < Cov(rs, E) > examples from E satisfying rs premise
10: for w € GETPOSSIBLECONDITIONS(E,) do

11: rs, < rsAw > source rule extended with condition w
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Action Rule Specialization Il

12: E, < Cov(rs,, E)

13: if |Er, N Ey| > mincov then > verify coverage requirement
14: q «+ QUALITY(E,, , E\ Ey, ) © rule quality measure
15: if ¢ > Goests OF (§ = gbests and |Ey,, | > cOVpests) then
16: Whests <~ W,  Qbests < 45  COVbests < |Er5w|

17: E, < Cov(rr, E) > examples from E satisfying r premise
18: a < GETATTRIBUTE(Whests)

19: for w € GETPOsSIBLECONDITIONSFORATTRIBUTE(E,,a) do
20: rr, < rrAw

21: E,.., < Cov(rr,,E)

22: if |E;,, | > mincov then > verify coverage requirement
23: q < QuaLiTY(E,,,, E\ E;;,) > rule quality measure
24: if g > g7 or (9 =gqr and |E,,,| > covr) then

25: Wt <—w, gr<q, covr <« |E., ]|
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Action Rule Specialization Il

26: r<—r A (Whests = wr) > Extend rule with new elementary
action

27: until Wheses = 0

28: return r
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