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VisTabNet: Adapting Vision 
Transformers for Tabular Data



Why is tabular data important?

• Prevalent data type in domains 
like biology, physics, chemistry, 
finance, and industrial applications


• Presents unique challenges due to 
its heterogeneity and small 
dataset sizes.

Datasets Image Text Tabular

Kaggle 6799 3932 9983

Hugging 
Face 27699 24173 28829

Open ML 3540 2300 5400



Challenges with Existing Models

• Tree-Based Models are Hard to Beat:  Ensemble models like XGBoost, 
Random Forests, and Gradient Boosting Machines have consistently 
outperformed deep learning models on tabular datasets, especially on small 
to medium-sized datasets.


• Difficulty in Handling Feature Types: Categorical data, Missing data


• Transfer Learning Challenges: Limited Pre-trained Models for Tabular Data, 
Lack of standardisation 



Vision Transformer - ViT



Overview of VisTabNet



Key components of the VisTabNet

• Adaptation Layer


• Vision Transformer Backbone


• Cross-modal Transfer Learning



Results and Benchmarks



Backbone selection



Few-shot transfer learning

• Traditional Learning: conventional 
convolutional neural networks directly 
on the limited MNIST dataset. 


• Fine-tuning from FashionMNIST: 
pretraining a convolutional model on the 
FashionMNIST dataset before fine-
tuning it on the constrained MNIST 
dataset.



Summary of Contributions

• Cross-Modal Transfer Learning for Tabular Data


• Reduced Conceptual Cost


• State-of-the-Art Performance on Small Data


• Versatile Application of Vision Transformers



Future Directions

• Exploring Different Pre-Trained Models


• Optimising the Adaptation Process


• Incorporating Feature Engineering Techniques


• Broader Application Domains



Thank you! 


