
Accelerating training of Physics Informed 
Neural Network for 1D PDEs with 
Hierarchical Matrices

30.01.2025 – AIRA seminar

Mateusz Dobija1,3, Anna Paszyńska1, Carlos Uriarte4, Maciej Paszyński2

1) Jagiellonian University, Krakow, Poland

2) AGH University of Krakow, Poland

3) Doctoral School of Exact and Natural Sciences, Jagiellonian University

4) Basque Center for Applied Mathematics, Bilbao, Spain



Plan

▪ Introduction

▪ Matrix compression

▪ The compressed matrix-vector multiplication

▪ Using the algorithm of hierarchically compressed matrix-vector multiplication to 
speed up neural network training

▪ Results

▪ Conclusions

2



Introduction

▪ Physics Informed Neural Networks (PINN)

▪ Applications:

▪ fluid mechanics

▪ wave propagation

▪ phase-filed modeling

▪ Biomechanics

▪ inverse problems
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Introduction

▪ Motivation of work

▪ Time needed for the training of neural network is crucial

▪ Idea for improvement

▪ Speeding up the process of training the neural network

▪ Solution

▪ Usage of hierarchical matrices

4



Introduction

▪ One-dimensional advection-diffusion problem
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Boundary 

conditions:

u ∈ C2(0, 1)



Introduction
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Introduction

▪ Neural network with hierarchical matrices:

▪ y = PINN(x) = Hnσ(Hn−1...H2σ(H1+b1) + b2) + ... + bn−1) + bn,

▪ Hi - hierarchical matrices,

▪ bi - vectors
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Matrix compression
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▪ Idea

▪ Sparse matrix occurring in simulations  contains low-rank blocks

▪ Sparse matrix can be divided into smaller blocks – submatrices

▪ For each block– submatrix:

▪  run the SVD algorithm, which shows them as a product of
- some number of rows, columns,
- singular values 

▪ rows and columns related to small singular values can be zeroed.

d1,1 ≥ d2,2 ≥ ...dr,r ≥ epsilon>dr+1,r+1,…,dN,N



Matrix compression
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The compressed matrix-vector multiplication
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O(nr)O(mr)



The compressed matrix-vector multiplication
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Using the algorithm of hierarchically compressed 
matrix-vector multiplication to speed up neural 
network training
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▪ Assumption

▪ The matrix of size n×n

▪ Form of representation:

▪ hierarchically compressed, 

▪ off-diagonal blocks on each level of hierarchy

▪ represented by SVD compressed blocks 

▪ Rank = 1

▪ remaining blocks

▪ Divided smaller blocks



Using the algorithm of hierarchically compressed 
matrix-vector multiplication to speed up neural 
network training
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Vector’s size:
2 ∗ n ∗ log2(2 ∗ n)

Number of entries:
2 ∗ n ∗ log2(2 ∗ n)



Using the algorithm of hierarchically compressed 
matrix-vector multiplication to speed up neural 
network training

14

▪ acceptable solutions:

▪ LOSS of the order of 0.001.

▪ Test’s settings:

▪ No. of internal neural network layers:

▪ 2

▪ Matrices’ size n (nxn):

▪ 32, 64, 128, 256, 512.

▪ Learning rate:

▪ 0,02

▪ Number of epochs:

▪ 1000



Results
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Results
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Results
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Results
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Results
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Conclusions

- Process of training of neural network – speeded up

- Numbers:

- speed-up rate:

- 2 - 5 times
- memory storage reduction rate:

- 3 - 20 times
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Thanks for your attention
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Q&A
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