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Abstract. The paper introduces an AI-based virtual assistant VILEM
whose primary aim is to strengthen individual right to informational
self-determination on the Internet. VILEM helps users to manage their
privacy settings, protect themselves against potentially abusive websites,
and saves time of users as it presents relevant information on personal
data processing in a comprehensible manner. The paper also presents
how VILEM fulfills requirements on Trustworthy AI.
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1 Introduction

Efficient privacy protection is one of the crucial values that we need to fos-
ter in our information based society. At the same time, preserving this value
should not hinder the development of society, science, technology, and provided
services. Unfortunately, processing personal data when accessing various online
services, such as social media, can pose various risks for Internet users – namely
undermining their ability to exercise control over own personal data [21].

The necessity and importance of processing personal data, however, raises as
new services and applications are being developed. One of currently very pop-
ular trends is personalization. Personalization can be understood “as a process
that changes the functionality, interface, information content, or distinctiveness
of a system to increase its personal relevance to an individual” [8]. Personal-
ization can be found in many forms. One of the most common forms is web
personalization.
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Web personalization is a complex process. It is typically based on profil-
ing which can be technically done namely with help of various kinds of cookies
(first-party cookies, third-party cookies, Flash cookies, etc.) or with help of other
means, such as IP addresses, URL form data, etc. [17]. A wide range of informa-
tion collected from users, such as visited pages, dates and times of Internet usage
or checked goods can be processed with machine learning algorithms to create
users’ profiles or profiles of groups of users with similar interests. Tracking Inter-
net users across different websites for providing them with personalized services
can be based, for instance, on fingerprinting or on browser cookies [6]. Finger-
printing is a method of identifying and tracking a device without cookies [38].
The term cookie refers to “a text string that is placed on a client browser when
it accesses a given server” [11]. Research shows “that some websites set over 300
cookies” into users devices [11].

This practice causes problems to Internet users who are often not aware
about placement of cookies or are perplexed with a large number of requests on
granting consent with cookies, with long and incomprehensible privacy policies,
multiplicity of actors, and overall information asymmetry they are facing. In
2016, Eurostat described how Internet users protected their privacy online. Cit-
izens of the Netherlands, Germany or Finland were very much aware of the fact
that they can be traced by cookies. Despite that Internet users were not very
active with regard to changing their cookie settings in a web browser. In par-
ticular, in the Czech Republic less than 20 % of people changed their “browser
settings to prevent or limit cookies use” [15]. A recent study in the Czech Re-
public showed that Czech citizens perceive themselves as powerless and react to
the complex situation of protecting their own online privacy by giving up on a
diligent approach and learning how to live with something that they perceive
as “an oppressive power of an algorithm” [45]. The approach described in the
Eurostat study and confirmed by the recent Czech study and suggests that In-
ternet users are renouncing their rights. In fact, Internet users stated that they
perceive exercising their privacy-related rights as impossible due to their limited
technical skills as well as limited legal knowledge.

As individual autonomy is threatened in the online environment where there
are many “little brothers” and individual choices are predetermined based on
ubiquitous tracking and personalization [18], Internet users need to be provided
with tools that would strengthen their position and help them to exercise their
rights, namely their right to informational self-determination, i.e., the right of
an individual to decide whether and up to what degree information related to
their private life would be communicated to others. For this purpose we pro-
pose designing a virtual assistant based on artificial intelligence (AI) that would
strengthen individual autonomy by providing users with functionalities allow-
ing them to communicate their individual preferences in privacy protection to
providers of online content and services.

This virtual assistant contributes to developing socially responsible AI. Al-
though socially responsible approach to AI has been mentioned by research in
the past [37, 10], the concept of socially responsible AI was defined in early
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2021 [12]. The main objective of socially responsible AI is “addressing the social
expectations of generating shared value – enhancing both AI intelligence and its
benefits to society” [12]. At the same time the virtual assistant needs to comply
with ethical and legal requirements set out in EU documents and laws.

Therefore, the aim of this paper is to introduce how we intend to implement
and operationalize a socially responsible AI system that would assist Internet
users with efficient protection of their online privacy and the right to their infor-
mational self-determination by providing them with an easy and freely available
tool allowing them to administer their privacy preferences, reduce information
asymmetry, inform them in a comprehensible manner, and educate them in the
area of law and technology.

2 EU Legislation, Personal Data Protection, and Cookies
in Practice

The tool we propose – our virtual assistant – will be initially available for users
from the Czech Republic. Therefore, its operation must be based on and com-
pliant with EU and Czech laws related to personal data protection and cookies.

This legislation is quite robust and additional various explanatory documents
such as opinions of the European Data Protection Board or other bodies need
to be taken into account [20–24, 40]. Protection of personal data on the Internet
is regulated namely by the General Data Protection Regulation (hereinafter
GDPR [41]) and the ePrivacy directive [13]. Internet users are typically provided
with various privacy policies that inform them how a particular data controller
processes their data. They can do so based on one of legal grounds set out in
the Art. 6 par. 1 of the GDPR. Typically, data controllers process personal data
based on consent. However, they can process personal data without users consent
for instance when they have a legitimate interest to do so. In this case users (data
subjects) can object against such processing according to Art. 21 par. 1 of the
GDPR. Data controllers can process personal data for various purposes. Each
purpose, however, must be based on one of the legal ground. Understanding the
situation can, thus, become very difficult and complex.

The complexity of the situation increases in cases when cookies are used.
Cookies play an important role in securing proper functioning of providing online
content and online services. EU law recognizes them as legitimate tools, for
instance, for “analysing the effectiveness of website design and advertising, and
in verifying the identity of users engaged in on-line transactions” [13]. At the
same time use of cookies has implications for Internet users as cookies are stored
on their equipment and can, thus, interfere with the private sphere of users [14].
However, one needs to distinguish among different types of cookies [32].

Originally, cookies were considered a privacy preserving mechanism [31]. Un-
fortunately, the practice showed that cookies can be misused [4]. Legal reguire-
ments on cookies are often neglected [34], consent with placing cookies is not
acquired in a lawful manner (such as pre-ticking checkboxes [30], or implying
consent [39]) or users face so called tracking walls as well as take-it-or-leave-it
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choices [47]. Given the unfavourable environment, some public authorities de-
cided to audit cookie compliance [36]. Misuse of personal as well as non-personal
data from cookies can have serious impacts on Internet users and can result, for
instance, in online price discrimination [43] or exploiting biases [46].

One of the solutions for achieving legal compliance regarding cookies is use of
consent management platforms. As preparatory work for designing an AI-based
virtual assistant, we needed to verify the level of use of consent management
platforms in the Czech Republic. In the preparatory phase, we crawled a number
of websites and tried to automatically identify how many of them are using
standard cookie consent managers (like CookieBot or OneTrust) because it is
much easier to automatically analyze consents on pages using such managers. As
the detection was done with help of a rule-based system (using defined HTML
structure and keywords), the results are only approximate. It is possible that a
few pages were using consent managers contrary to the results or that on some
pages the managers were not identified correctly. However, based on manual
evaluation of some pages we can say it happened just in several cases. The
results of this experiment are shown in Table 1. The results indicate that 314
pages out of 3649 used one of the tested consent management platforms and 809
pages probably do not mention anything about cookies at all.

Table 1. Use of consent management platforms in the Czech Republic.

Description Number

OneTrust (CMP) 142
CookieBot (CMP) 16
Cookie Consent (CMP) 112
Funding Choices (CMP) 44
Cookies mentioned in Privacy Policy 2526
Probably no cookies used 809

Pages scanned in total 3649

The experiment shows that use of cookies on the Internet in the Czech Re-
public is quite inconsistent and, therefore, can be also confusing for Internet
users.

3 VILEM: Virtual Assistant for Privacy Protection

3.1 The Idea behind VILEM

As suggested above, problems with online privacy protection and bad cookie
practice led us to the idea that Internet users need to be much better equipped in
order to face the growing information asymmetry, overload of information related
to personal data protection on the Internet, and a growing number of requests on
providing their consent with personal data processing and placing cookies into
their devices. The principle of granting consent is in line with the legal principle
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of personal autonomy and the right to information self-determination. As such,
it needs to be maintained. At the same time, Internet users need to be provided
with tools on how to exercise their will and rights in practice not to be paralyzed
by practical effects of this legal requirement.

Therefore, we have designed an AI-based virtual assistant VILEM. Its name
refers to the principle of autonomy as the etymological meaning of this word is
“my will is my protection.” Moreover, VILEM is an acronym that stands for
Volition Inspirited by Legal EMpowerment.

The idea of using technology to empower Internet users with regard to privacy
protection online is not new. Apart from various plug-ins that help to block
tracking by third-party cookies, there is, for instance, a solution that utilizes deep
learning and helps Internet users to comprehend privacy policies – Polisis [28].
Another solution, a browser plug-in Robin, helps to monitor personalization
process and to understand “individual information cocoons” [9].

The uniqueness of VILEM lies in its ability to return its users the decision-
making capacity that would not be hindered by the necessity to exploit limited
personal resources, such as time to search for relevant information, time to man-
ually set up privacy preferences for each visited website, and biologically limited
attention span. The following subchapter describes how VILEM shall function
in practice.

3.2 VILEM’s Functionalities

Form and appearance VILEM is designed in the form of a sidebar that
appears when an Internet browser is opened. VILEM updates itself automatically
once a user enters a website on a new domain or when new cookies are detected. It
is accessible all the time and not only on demand. Currently, VILEM is designed
only in the Czech language and for Czech users. When completed, VILEM will
be available for free as a web plug-in.

Personalized privacy protection We presume that upon installing VILEM,
users will fill in a survey regarding their privacy preferences. Our pilot empirical
study that we conducted in the Czech Republic in December 2020 shows that
some users trust certain websites more and are willing to share more informa-
tion with them than with others. Moreover, 56 % of respondents stated that
they prefer to assess each purpose of processing personal data individually [33].
Therefore, VILEM will enable users to set up their specific privacy preferences
with regard to grounds for personal data processing according to the Art. 6 par.
1 GDPR [41], purposes for personal data processing set out in privacy policies,
and individual types of cookies. The types of cookies have been preliminary
determined based on analysis of options provided by consent management plat-
forms and can be extended depending on continuous analysis. After completing
an initial survey, VILEM will automatically set up cookie preferences when asked
for consent by a website. Users will be able to change their privacy preferences
any time. Moreover, they will be able to change settings manually for individual
websites.
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Providing information to users VILEM informs users about the information
that the data controller needs to make available according to the GDPR. This
information contains the name and contact details of the controller, the purpose
of data processing, categories of processed personal data, and legal grounds for
the processing (consent, contractual obligation, legal obligation, protection of
vital interests, protection of a public interest, or a legitimate interest of the
controller). Additionally, VILEM informs users whether the controller makes
the data available to other parties, such as processors. In that case VILEM also
provides users with respective contact details. Users should understand from
the information provided that their consent is reversible, if already given, or
optional, if not. The same goes for the stated legitimate purposes.

VILEM will also fulfill an educational role. It will inform users in simple
terms about what provided information means and what can be done in each
situation. For those interested in the topic and who will want to go into it in
more depth, we will provide links to our website with educational videos (in
preparation).

As problems with privacy management need not to be caused only by im-
proper or overwhelming use of cookies, VILEM will also inform and educate
users how to protect themselves in other situations. Namely, VILEM will rec-
ommend users to install some of the existing web plug-ins that prevent device
fingerprinting.

Tool for managing cookies VILEM will enable users to forbid cookies unnec-
essary for website’s functioning and inform them that a website is inaccessible
without agreeing to certain types of cookies. In the future, VILEM should pro-
vide additional functions, such as enabling users to forbid pop-up notifications
and informing them if a website contains paid promotions.

3.3 VILEM’s Technical Background

Various methods can implement mapping of user preferences with specific rules
offered by websites providers. With growing computational capabilities and more
powerful hardware, automatic but rigorous analysis of textual data becomes
more imaginable than before. VILEM can use any modern text classification
approach for checking matches in privacy preferences. By using models that
are able to handle some degree of semantic understanding, we can improve the
model’s ability to handle input data that differ in lexical realization but carry the
same meaning as the training data. One example of such model is represented
by BERT models [1] and its derivatives. We intent to use this class of models in
VILEM.

The current trend in natural language processing is to use large neural net-
work models pre-trained on huge data sets. Such data do not have to be manu-
ally labelled; we can use automatically generated datasets and design artificial
tasks – so-called self-supervised learning – to extract knowledge about human
language. These models are mainly intended for the English language. However,
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researchers released models trained on a couple of languages simultaneously [42],
which can help to increase the accuracy of such models by enlarging the dataset.
We can also utilise models for narrow language groups, such as the Slavic lan-
guage group [7] or even monolingual models trained for the Czech language [44].

These pre-trained models can be used directly only for a limited set of tasks.
In our case, we will have to apply an additional fine-tuning step, in which a
training set of manually annotated data will be collected. This annotated data
shall be used to adapt the model for the task of classification of legal texts.
With these pre-trained models we expect to achieve much better classification
accuracy with less data when compared to an approach that do not rely on
pre-trained models.

Given the growing data production and a constantly changing legal environ-
ment, modern society often searches for an easy and systematic way of solv-
ing legal issues. Complex but easy-to-use shelf-product solutions are often the
first-choice tool for website operators who want to satisfy complicated legal re-
quirements. Projects like OneTrust aim to deal with the changing environment.
However, a non-negligible amount of web service providers still does not use such
a systematic solution many providers do not even implement legal obligations
at all. In this regard, VILEM will be able to easily analyse and solve the prob-
lem of matching users’ preferences for individual on websites with mainstream
systematic solutions due to the known structure of forms. VILEM will be able
to focus only on textual content and its semantics. In non-systematic solutions,
there will be one extra step – to identify the form and parse the statements
with their controls. In the next step, VILEM will be able to analyse the texts,
highlight match or mismatch in each statement and prefill the pop-up windows
or privacy management forms for users. VILEM will be also able to recognise
and send information in an aggregated form about potential violations of law to
the respective public authority.

As VILEM will use techniques of natural language processing, we need to
take extra care when preparing datasets for its learning. The preparation of the
data is done manually by people with knowledge of personal data processing
and its legal limits as well as the obligations imposed by the data protection
legislation [41, 2]. The annotation is made in an environment specifically designed
just for this task.

There are some specificities related to annotating in the Czech language and
within the Czech legal culture. The first specificity lies in the workings of the lan-
guage itself. The structure differs significantly from English, German and other
languages used in areas where annotation of legal texts is more common than
in the Czech Republic. Therefore, existing conventions from other countries are
not usable for our work. The second specificity concerns the legal culture in the
Czech Republic, which scarcely uses standardized templates. The governmental
bodies, such as ministries and specialized public authorities (e.g., the Office for
Personal Data Protection), do not provide them either. It is customary for the
administrative bodies to provide guidelines on the creation of necessary docu-
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ments instead. As a result, when annotating a Czech legal text one must expect
a high level of variability in its structure as well as in the terminology.

The field of annotating Czech legal texts is not explored thoroughly. Never-
theless, more than one research project on this matter was completed in previous
years. For data extraction, we follow the best practice set by the team on the Fac-
ulty of Law at Masaryk University [25] on the methodology for citation analysis
and annotation conventions. The most significant results so far were presented
in the research project Exact Assessment of the Relevance of Case-Law [16]. In
the project, the focus however lied on the analysis of references present in the
case-law of Czech courts. The part relevant for work on VILEM was the ground-
work on manual annotation of data necessary for the automatic extraction of
data by the tool [26]. Of course, other works based on manual annotation of
legal texts exist, however they do not focus on the preparation of data for au-
tomated extraction. For VILEM to work, it has to be capable to learn to find
patterns in various texts containing personal data processing information. We
had to annotate with that in mind.

The challenges of texts containing terms and conditions for personal data pro-
cessing are 1) variations in used legal terminology; 2) creativity in the phrasing
of information obligations towards the user; 3) inconsistent level of detail of pro-
vided information; 4) purposeful omission of certain information. The obstacles
we are facing differ from the ones the team of Masaryk University had to solve.
For example, one of the problems they had was an unclear structure of case-law
decisions that required the addition of functionality to their tool, enabling auto-
mated segmentation of the text [27]. In comparison, the most challenging part
of VILEM is that the terms and conditions on personal data processing require
a significant amount of different tags.

To prevent mistakes in the manual annotation that would have a negative
influence on the functionalities of VILEM, the annotation is done by professionals
in the area of personal data protection. This way, they are familiar with the
terminology and it will be quicker for them to search for relevant data in the
texts. Furthermore, their practical experience shall ensure that they can identify
possible hidden information in the text. Such as unlawful limitations of the data
subject’s rights. These are written intentionally in a way that would confuse an
an unprepared reader without professional expertise. In the future, we would like
to enable the users of VILEM to send feedback in case they encounter an error
made by VILEM, such as the inability to find all the information on personal
data processing in the terms and conditions. This way, VILEM can improve,
which is one of the upsides of using AI algorithms. That said, it is necessary
to supervise the learning of VILEM on the data feedback, since it might be
incorrect. It is bound to happen that the users will not be able to correctly
identify the relevant legal meaning behind the phrasing of the text. It can be
quite confusing for a consumer. Even so, the texts can be confusing to legal
professionals as well.

Therefore, we have implemented the practice of multiple annotations of the
same text. To make the manual annotations as precise as possible, we also created
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an annotation manual. The annotation manual is inspired by the one used for the
annotation of Czech judicial decisions [5]. It sets the general rules for annotation
so that all the annotators can adopt the same or at least similar approach. On
top of that all tags are accompanied by examples of how they can look like in
different texts.

3.4 Involvement of VILEM’s Users

Any user experience feedback is precious and can improve functioning of a system
by adjusting the user interface or enlarging the training corpora. However, in
every application, collecting user feedback can be tricky. Active feedback can be
time-consuming and annoying for users. Moreover, recording users’ behaviour
may not be well accepted in a project dealing with privacy issues. However,
VILEM can overcome these issues. We will let the users consider the benefit of
making the system better and let them decise whether they would accept or deny
sending anonymous automatic feedback upon installation of VILEM. Meanwhile,
we will place feedback buttons in the applications for those who want to give
active feedback.

We need to keep in mind that some serious problems can arise if users would
have the possibility to affect the decision process of VILEM by sending feedback
on incorrect annotation of legal texts. In the first place, a common user is not
a lawyer, so that their reasoning can be simply wrong. Fortunately, modern
models can handle non-systematic noise brought by users well. However, if there
was some systematic misunderstanding of the law by the users, the model could
drift to this potentially wrong interpretation. We will avoid this unwanted state
by searching for a systematic deviation and investigating such singularities by
professionals.

Nonetheless, the fact that the user would not be satisfied with the outcome
of VILEM will be essential for us. We can solve this issue in several ways: by
providing us with information why VILEM marked a statement as it had done
in the first place and let the user share his own opinion on the subject for further
processing. If VILEM was wrong, we would add this ”outlier” to the training
corpora. If VILEM was right, it could be a sign of an unclear understanding of
the setting of users preferences in VILEM after installation.

3.5 Evaluation of VILEM by Czech Internet Users

In November and December 2020, we tested the first proof of concept and the
user interface of VILEM. In December 2020, we conducted the first pilot em-
pirical study and presented a mock-up version of VILEM to 50 Czech Internet
users [33]. The respondents could get acquainted with VILEM through an in-
troductory video. They were provided with description of VILEM’s purpose and
functionalities. Our aim was to get preliminary feedback before further develop-
ment.

The feedback from respondents was very positive. 92 % of respondents con-
sidered such web plug-in as desirable. 94 % of respondents evaluated VILEM as
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useful and 84 % considered it trustworthy. 56 % of respondents expressed that
VILEM would strengthen their control over information and would help them
to make the process of privacy protection more comprehensible to them. Re-
spondents expressed their expectations that VILEM would help them to protect
themselves from and block harmful websites as well as save their time. Only 4 re-
spondents out of 50 were hesitant or negative about the use of VILEM. The main
reasons were a general concern that VILEM would slow down a computer and a
general distrust to any solution that needed to be installed into a computer [33].

The pilot study showed us that Czech users would welcome a technical so-
lution that would strengthen their control over personal data, warned and pro-
tected them against threats (namely when a website requires more information
than users are willing to provide), and instructed them what to do in certain
situations.

The main lesson we took from the study is to design VILEM in such a manner
that it shall provide a maximum level of information, choice and control to users
an a very comprehensible and easy-to-understand manner. In order to strengthen
trustworthiness of VILEM, we need to diligently implement and operationalize
requirements on Trustworthy and Responsible AI. The following chapter will
illustrate how we plan to do so.

4 Implementing Trustworthy AI

The term of Trustworthy AI was introduced by the High-Level Expert Group on
Artificial Intelligence [29]. In order for AI systems to be well adopted by society,
these systems ideally need to comply with a number of requirements.

Ethical Principles of Trustworthy AI AI systems will need to comply with
four ethical principles on Trustworthy AI – respect for human autonomy, pre-
vention of harm, fairness, and explicability. VILEM fulfills the rationale of all
of the four principles. Its aim is to strengthen human autonomy by providing
Internet users with a free tool for better management of own choices and hereby
prevents harm that they could face by careless sharing of personal data. VILEM
will not discriminate any user as it will be freely available to all Czech citizens.
Moreover, functioning of VILEM will be explained to users in a comprehensible
and transparent manner.

Key Requirements for Trustworthy AI AI systems will also need to comply
with seven requirements. Compliance of VILEM is described below for each of
the requirement.

Human agency and oversight As mentioned above, the main function of VILEM
is to empower Internet users with regard to personal autonomy in the area of
privacy preferences management. The same principle will be applied to VILEM
as well. Users will have complete control over the web plug-in. They will be in
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charge of setting-up their preferences and will be able to change them at any
time.

Technical robustness and safety The main risk to technical robustness and safety
would come from the side of users who could influence functioning of VILEM.
Therefore, all input and feedback from users on problems related to malfunc-
tioning will be checked manually.

Privacy and data governance VILEM will not collect or process personal data
related to its users. All activity will be done only on the side of users. It will
be possible to share data with us if a particular user will wish to do so for the
purpose of improving the system. Users will have an option to share the data
anonymously.

Transparency VILEM shall be completely transparent. We intend to share the
code as open source. Moreover, users or any other person will be provided with
information which training data was used. Namely, we will provide a list of
privacy policies (including Internet links) that were used to train VILEM. We
plan to provide annotated datasets upon reasonable requests to researchers for
the purposes of checking proper functioning of the system. The datasets will not
be provided publicly per se to protect intellectual property interests.

Diversity, non-discrimination, and fairness VILEM is designed as user-centric
and will be made available to anyone for free.

Societal and environmental well-being By protecting users VILEM will con-
tribute to overall societal well-being.

Accountability With regard to securing safety and robustness, functioning of
VILEM will be continuously monitored and improved.

5 Future Challenges

Our virtual assistant VILEM is in the process of development. However, even
after it will be finished, we will need to continuously update it, expand the
training corpora and keep analyzing how law and privacy policies as well as
cookie legislation and practice evolves. One of the upcoming challenges we will
need to react to is a change in use of so called third-party cookies [19] use
of which has already been reduced in relationship with adopting the GDPR
(see [35]). Moreover, we need to monitor and update VILEM with regard to
potential new legal obligations.

Acknowledgement

This work has been supported by the Technology Agency of the Czech Republic
within the ETA Programme – No. TL03000152 ”Artificial Intelligence, Media,
and Law”.



12 A. Krausová et al.
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